
Measurement 236 (2024) 115146

A
0

C
e
Q
a

b

c

A

K
B
D
M
E

1

i
e
m
g
a
t
i
t
c
i
d
T
d

c
m
e
f
e
m
m

h
R

Contents lists available at ScienceDirect

Measurement

journal homepage: www.elsevier.com/locate/measurement

apacity estimation of lithium-ion battery with multi-task autoencoder and
mpirical mode decomposition
i Sun a,∗, Fangshu Cui b, Mingrui Shi c

Huazhong University of Science and Technology, Wuhan 430074, China
North University of China, Taiyuan 030008, China
South China Agricultural University, Guangzhou 510642, China

R T I C L E I N F O

eywords:
attery capacity estimation
iagonal state space model
ulti-task autoencoder

mpirical mode decomposition

A B S T R A C T

Capacity estimation of lithium-ion batteries is a commonly used method in health diagnosis and management.
Its mainstream method involves using data-driven time series forecasting models to learn the patterns of
changes in capacity. However, capacity regeneration poses a challenge for training time series forecasting
models. Therefore, we propose a hybrid method that applies empirical mode decomposition and a multi-task
autoencoder. In detail, empirical mode decomposition is applied to decompose the time series of capacity into
intrinsic mode functions and a residual. Then, a multi-task autoencoder based on diagonal state space models
is applied to estimate intrinsic mode functions while support vector regression is utilized for the residual.
Experimental results show that the method outperforms seven baselines on three datasets, with an average
root mean square error of 0.0103, 0.0111, and 0.0004. Furthermore, it is capable of performing an inference
on the CPU in 3.57 ms with 0.69 MB of memory usage.
. Introduction

As the latest generation of high-performance batteries, lithium-
on batteries have outstanding advantages such as high voltage, high
nergy density, good cycling performance, low self-discharge, and no
emory effect [1]. In recent years, lithium-ion batteries have under-

one rapid development and have been widely used in industries such
s electric vehicles. However, capacity degradation poses challenges to
he application of lithium-ion batteries. The causes of this phenomenon
nclude overcharging and self-discharge of batteries, dissolution of elec-
rode materials, cathodic reduction and anodic oxidation of electrolyte
omponents, as well as corrosion of current lead materials [2]. The
ndustry of electric vehicles has high requirements for safety, and a
ecrease in battery capacity can increase the risk of malfunctions [3].
herefore, accurately estimating battery capacity is crucial for health
iagnosis and management in electric vehicles [4].

Current research on capacity estimation of lithium-ion batteries
an be categorized into three types: model-based methods, data-driven
ethods, and hybrid methods [5]. The model-based method, which

ncompasses the physical-based model, equivalent circuit model, and
iltering method, is employed to construct a physical model of the
quipment’s life cycle, taking into account the condition and failure
echanism [6,7]. This type of method starts with the degradation
echanism of lithium-ion batteries and therefore has high stability.

∗ Corresponding author.
E-mail address: cichengzi@hust.edu.cn (Q. Sun).

However, the model-based methods heavily rely on expert experiences
and are only limited to specific conditions. In contrast, data-driven
methods entail the extraction of sufficient feature information from raw
data and the subsequent construction of a degradation model to esti-
mate capacity [3,8]. This type of method can be realized by fast training
with historical capacity data and transfer learning can be performed
for different objects. However, data-driven methods are limited by the
quality of training data and may suffer from high resource consump-
tion. In contrast, the hybrid method combines two or more model-based
or data-driven methods in order to enhance their respective strengths
and overcome the limitations of models, thereby improving overall
predictive performance [4,9,10]. Nevertheless, numerous methods fore-
cast the original capacity sequence without accounting for uncertain
changes in battery capacity resulting from regeneration.

In recent times, several studies have commenced the application of
signal decomposition algorithms to the capacity estimation of lithium-
ion batteries with the objective of achieving explicit modeling of the
phenomenon of capacity regeneration [11–13]. In order to ensure the
accuracy of capacity estimation, it is of the utmost importance to
consider the uncertain changes caused by capacity regeneration. Signal
decomposition algorithms are also employed in a variety of other time
series forecasting tasks [14–16]. They permit the decomposition of
uncertain changes resulting from a variety of causes, thereby enabling
vailable online 19 June 2024
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the explicit modeling of uncertain changes. Nevertheless, time series
forecasting models may be less effective due to the quality of the data.
Multi-task learning can facilitate the model’s ability to learn a more
generalized representation of the time series, thereby enhancing its
time series forecasting capabilities [17].

Therefore, we present a hybrid method for capacity estimation
of lithium-ion batteries that integrates empirical mode decomposition
(EMD), a multi-task autoencoder (MTAE), and support vector regres-
sion (SVR). Notably, the empirical mode decomposition is a method
that can decompose a time series into multiple intrinsic mode functions
(IMFs) and a residual. In detail, the IMFs represent the uncertain
changes caused by capacity regeneration, while the residual represents
the overall trend. Subsequently, a novel multi-task autoencoder based
on diagonal state space models is employed to fit the intrinsic mode
functions, in conjunction with support vector regression for the resid-
ual. Finally, the predictions from both components are combined to
form a capacity estimation of lithium-ion batteries.

Experiments were conducted on three publicly available battery
datasets: NASA, CALCE, and Toyota. The experimental results demon-
strate that the proposed method outperforms other baselines on all
three datasets. Compared to TiDE [18], the proposed method achieves
an average reduction of 0.0056, 0.0229, and 0.006 in the root mean
square error, with a remarkable reduction of 0.5065 in the mean
absolute percentage error on the Toyota battery dataset. Moreover,
the proposed hybrid method achieves an average root mean square
error of 0.0103, 0.0111, and 0.0004 on three datasets. Notably, it
can perform an inference on the CPU in 3.57 ms with 0.69 MB of
memory usage. These results demonstrate that the proposed method
accurately estimates the capacity of lithium-ion batteries, which can
assist in ensuring their safety.

The main contributions of this paper are as follows:

(1) In order to eliminate any uncertain changes associated with ca-
pacity regeneration, empirical mode decomposition is employed
to explicitly decompose the time series of battery capacity.

(2) A novel multi-task autoencoder based on diagonal state space
models is proposed, which enhances the capability of time series
forecasting by incorporating an additional time series recon-
struction task.

(3) In order to accurately estimate the battery capacity in the
presence of uncertain changes caused by capacity regenera-
tion, multi-task autoencoders and support vector regression are
applied to predict the intrinsic mode functions and residual,
respectively.

(4) Experimental results demonstrate that the proposed hybrid
method exhibits the best performance on three datasets while
taking up fewer resources and having high real-time efficiency.

The rest of the paper is organized as follows. Section 2 reviews some
related literature and work. Section 3 introduces the hybrid method.
Section 4 presents the experimental results along with illustrative de-
scriptions. Finally, the conclusion is expounded in Section 5.

2. Related work

2.1. Model-based methods

Model-based capacity estimation of batteries refers to the construc-
tion of a degradation model for battery capacity based on electrochemi-
cal principles, enabling capacity estimation from a chemical mechanism
perspective. Bartlett et al. proposed a reduced-order electrochemical
model for a composite electrode battery that predicts the surface and
bulk lithium concentrations of each material, which is then used in a
dual-nonlinear observer to estimate the battery capacity [6]. Similarly,
Allam et al. proposed an enhanced single particle model that utilizes
2

the relationship between solid electrolyte and power attenuation to
achieve a combined estimation of lithium concentration, battery ca-
pacity, and aging-sensitive transport parameters in the electrode [7].
However, these methods rely on a large number of experiments and
expert experiences to determine the model’s parameters and require
the establishment of a new model for new materials. Moreover, ca-
pacity estimation based on electrochemical models requires complex
calculations and numerical simulations, demanding high computational
costs.

2.2. Data-driven methods

Data-driven capacity estimation of batteries refers to the method
of training a data-driven model using a time series of historical ca-
pacity data to predict future capacity. Many classic machine learning
models have been applied to battery capacity estimation, including
support vector regression (SVR) [19–21], gaussian process regression
(GPR) [22–24], and random forest (RF) [25], among others. These
traditional machine learning methods have low computational costs
so that they can perform real-time capacity estimation. However, they
are weak for mining potential features and therefore cannot accurately
predict battery capacity in the case of capacity regeneration. With the
rise of deep learning, an increasing number of scholars are applying
deep learning models to the capacity estimation of batteries. Zhang
et al. proposed a deep learning method that uses long short-term
memory (LSTM) recurrent neural network (RNN) to learn long-term
dependencies [3]. Similarly, Mamo et al. added the tension mechanism
to the long short-term memory recurrent neural network and used
the attention mechanism to solve the problem of long-term memory
forgetting [26]. Wang et al. proposed a bidirectional long short-term
memory with an attention mechanism to predict online capacity by
continuously updating the model’s parameters [27]. However, these
methods directly model and predict the capacity sequence without
considering the uncertain changes caused by capacity regeneration. Ca-
pacity regeneration affects the quality of training data, thus making it
difficult to train high-quality time series forecasting models. Therefore,
not explicitly modeling capacity regeneration would affect the final
prediction accuracy and result in inaccurate capacity estimation.

2.3. Hybrid methods

In order to capitalize on the strengths of multiple models while
mitigating their weaknesses, numerous scholars have initiated research
into hybrid methods [28,29]. Hybrid methods refer to the combination
of two or more model-based or data-driven methods to enhance overall
predictive performance. The current mainstream trend is to estimate
battery capacity using hybrid methods, primarily by combining signal
decomposition algorithms and time series forecasting models. Qu et al.
presented a neural network-based method that combines a long short-
term memory network with the attention mechanism and Complete
Ensemble Empirical Mode Decomposition with Adaptive Noise [30].
Similarly, Li et al. proposed a hybrid Elman-LSTM method for estimat-
ing battery capacity by combining the empirical mode decomposition
algorithm and long short-term memory and Elman neural networks [4].
Pang et al. proposed a novel method fusing the wavelet decompo-
sition technology (WDT) and the Nonlinear Auto Regressive Neural
Network (NARNN) model for estimating the capacity of lithium-ion
batteries [31]. These methods integrate classical time series forecasting
models with signal decomposition algorithms to explicitly model un-
certain changes due to capacity regeneration. Similar hybrid methods
have been employed in other time series forecasting tasks. Lotfipoor
et al. proposed a hybrid method that combined empirical mode de-
composition with a convolutional neural network and long short-term
memory to forecast short-term residential loads [14]. Similarly, Moreno
et al. combined variational mode decomposition with autoregressive
recurrent neural networks to forecast wind speed [15]. Although these

methods combine signal decomposition algorithms with time series
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Fig. 1. The proposed framework for capacity estimation of lithium-ion batteries.
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forecasting models, the employed time series models still have rela-
tively weak capabilities. The time series forecasting models employed
in these methods are focused on the forecasting task and still have high
requirements for data quality. In contrast, multi-task learning allows
the model to learn a more generalized representation of the time series
to enhance its performance on time series forecasting tasks. Recently,
state space models have shown to be extremely competitive in several
sequence modeling tasks [32–34]. Therefore, we creatively combined
them for the capacity estimation of lithium-ion batteries.

3. Methodology

To accurately estimate battery capacity under uncertainty caused
by capacity regeneration, a hybrid method combining empirical mode
decomposition, a multi-task autoencoder, and support vector regression
is proposed in this study, as shown in Fig. 1. First, we preprocess the
capacity time series, including time series standardization, empirical
mode decomposition, and sliding time windows. In detail, we decom-
pose the capacity time series using empirical mode decomposition
to obtain intrinsic mode functions and a residual. Subsequently, a
novel multi-task autoencoder based on diagonal state space models
is employed to fit intrinsic mode functions, while the support vector
regression is utilized for a residual. The final step in the process is to
combine the two parts’ predictions to arrive at a capacity estimation.
Next, we will provide a detailed description of the techniques used and
eventually detail how they can be combined for capacity estimation of
lithium-ion batteries.

3.1. Empirical mode decomposition

To eliminate uncertainty caused by capacity regeneration, empir-
ical mode decomposition [35] is applied to explicitly decompose the
capacity time series into multiple intrinsic mode functions (IMFs) and a
residual. The intrinsic mode functions represent the uncertain changes
brought by capacity regeneration, while the residual represents the
overall trend. By summing these components, the capacity time series
can be reconstructed. The implementation steps of empirical mode
decomposition are as follows.

The first step is to identify all local maxima and minima of the
original signal 𝑤(𝑡), and then employ the cubic spline interpolation
method to generate the upper and lower envelopes 𝑙1(𝑡) and 𝑙2(𝑡). The
mean envelope 𝑚1(𝑡) is then calculated as follows:

1(𝑡) =
𝑙1(𝑡) + 𝑙2(𝑡)

2
(1)

The first IMF component ℎ1(𝑡) can be obtained by removing 𝑚1(𝑡) from
he original signal 𝑤(𝑡).

1(𝑡) = 𝑤(𝑡) − 𝑚1(𝑡) (2)

f ℎ1(𝑡) does not satisfy the conditions of the IMF component, then ℎ1(𝑡)
s regarded as a new 𝑤(𝑡), and the previous two steps are repeated.
ssuming that the conditions are satisfied after 𝑘 iterations of the
alculation process, the first IMF component is calculated as follows:
3

1𝑘 (𝑡) = ℎ1𝑘−1 (𝑡) − 𝑚1𝑘 (𝑡) (3) 𝑢
he first IMF component ℎ1(𝑡) is extracted from the original signal
(𝑡), and then the aforementioned procedure is repeated until the final

emaining portion exhibits a monotonic or constant value sequence.
he residual is then defined as the remaining portion. After decompo-
ition, the original signal 𝑤(𝑡) can be reconstructed by summing all IMF
omponents ℎ𝑖(𝑡) and the residual 𝑟𝑛(𝑡) as follows:

(𝑡) =
𝑁
∑

𝑖=1
ℎ𝑖(𝑡) + 𝑟𝑛(𝑡) (4)

here 𝑁 denotes the number of IMFs. Therefore, IMF components and
he residual can be separately predicted, and then all the predictions
an be combined to reconstruct the prediction of the original signal.

Fig. 2 displays the results of the empirical mode decomposition
pplied to the time series of three batteries. The IMFs are regular
scillation curves, exhibiting a lower degree of oscillation than the
riginal time series. This makes them more amenable to modeling
nd prediction. However, the temporal dependency of their changes
s still very complex, so we apply the multi-task autoencoder based
n diagonal state space models with strong extraction capability of
emporal dependency to predict IMFs. In addition, it can be found that
he residuals capture the general trend of the capacity time series well.
ompared to the raw data, the residuals are smoother and show a
onotonic trend. Therefore, we simply apply support vector regression

o predict the residual.

.2. Multi-task autoencoder

Fig. 3 depicts the model architecture of the proposed multi-task
utoencoder, which comprises the diagonal state space model S4D and
ulti-layer perceptrons (MLPs) with residual connections. Multi-layer
erceptrons are applied to aggregate spatial dependencies between
ifferent features, and the diagonal state space model for temporal de-
endencies while keeping the input dimension unchanged. The model
s capable of rapid convergence due to the transfer of features across
ayers facilitated by residual connections, which enhances prediction
nd reconstruction capabilities. Furthermore, through multi-task learn-
ng, the model can learn a more generalized representation of the
ime series, thereby improving the accuracy of the predictions. The
ubsequent section will provide a detailed account of two of the most
ignificant modules.

iagonal state space model. The state space model (SSM) has recently
emonstrated superior performance in numerous sequence modeling
asks. Consequently, we have devised a novel method to apply it to
he construction of a multi-task autoencoder. Following the guidance
f [32], S4D has been chosen as the foundation for the state space
odel layer, which possesses strong mining abilities of temporal depen-
encies. The essence of S4D is a one-dimensional convolutional neural
etwork, which is empowered by complex calculations using a diagonal
tate space, allowing it to extract long-range temporal dependencies.
he calculation of a state space model can be represented as follows:
′
(𝑡) = 𝐴𝑢(𝑡) + 𝐵𝑥(𝑡) (5)
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Fig. 2. The results of three capacity time series after empirical mode decomposition.
Fig. 3. The architecture of the multi-task autoencoder.
𝑦(𝑡) = 𝐶𝑢(𝑡) (6)

where 𝐴 ∈ R𝑛×𝑛 and 𝐵,𝐶 ∈ R𝑛 are state matrices, and 𝑢(𝑡) ∈ R𝑛

is the latent state, and 𝑥(𝑡) denotes the input and 𝑦(𝑡) denotes the
output. In S4D, 𝐴 is a diagonal matrix associated with the diagonal
state space. S4D benefits from a convolutional kernel generated from
the parameters of a diagonal state space model, which is more robust
compared to a convolutional neural network with random initialization
of the parameters. Let 𝑢 denote the input of S4D, 𝑘 denote the kernel
generated from the parameters of a diagonal state space model, and the
convolution operation is performed first.

𝑐 = 𝐶𝑜𝑛𝑣(𝑢, 𝑘) (7)

where 𝐶𝑜𝑛𝑣 denotes the convolution operation and 𝑐 is the output.
Then, a vector 𝐷 is used to transform 𝑢 and added to 𝑐 to implement
the residual connection. In addition, the nonlinear activation function
𝐺𝐸𝐿𝑈 is used. To prevent overfitting, dropout is added.

𝑑 = 𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝐺𝐸𝐿𝑈 (𝑐 + 𝑢 ⋅𝐷)) (8)

Finally, one-dimensional convolution is applied to keep the output in
the same dimension as the input of the S4D. Moreover, the activation
function 𝐺𝐿𝑈 is used.

𝑒 = 𝐺𝐿𝑈 (𝐶𝑜𝑛𝑣1𝑑(𝑑)) (9)

It is worth noting that the input 𝑢 and the output 𝑒 of S4D have the
same dimensions. Due to capacity regeneration, accurate prediction of
uncertain changes in battery capacity is the key problem to capacity
estimation. With S4D, it is possible to capture the temporal dependency
of the capacity time series and thus accurately predict IMFs. Therefore,
we propose a novel multi-task autoencoder based on S4D for estimating
battery capacity.
4

Multi-layer perceptron. A multi-layer perceptron is a neural network
comprising multiple fully connected layers connected in series. Non-
linear transformations are achieved between every two fully connected
layers through the activation function. It can uncover spatial depen-
dencies between different features and theoretically can approximate
any function. However, the fully connected layer in a multi-layer
perceptron is prone to overfitting on the training dataset, and the
model training is relatively slow due to the large number of parameters.
Therefore, residual connections are introduced into the fully connected
layer, similar to [36], and dropout is added to achieve fast training of
the model and mitigate overfitting. Let 𝑥 denote the input of multi-layer
perceptron, the calculation process is as follows:

ℎ1 = 𝐺𝐸𝐿𝑈 (𝑥𝑊 𝑇
1 + 𝑏1) (10)

ℎ2 = ℎ1𝑊
𝑇
2 + 𝑏2 (11)

ℎ3 = 𝐷𝑟𝑜𝑝𝑜𝑢𝑡(ℎ2) + 𝑥𝑊 𝑇
3 + 𝑏3 (12)

𝑜 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(ℎ3) (13)

where 𝑊1,𝑊2,𝑊3 are weights and 𝑏1, 𝑏2, 𝑏3 are biases. ℎ1, ℎ2, and ℎ3
are outputs of three fully connected layers and 𝑜 is the output of the
multi-layer perceptron. 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚 is applied to limit the output to a
specified range to improve the training speed and model’s performance.
The multi-layer perceptron is capable of efficiently performing non-
linear transformations that can allow the model to integrate different
features, resulting in more complex features to enhance the model’s
representational capabilities. It is worth noting that the multi-layer
perceptron used for dimension conversion of outputs does not use layer
normalization.
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Encoder-shared training. The multi-task autoencoder employs a single
encoder to perform both time series forecasting and reconstruction.
During the training phase, the multi-task autoencoder simultaneously
reconstructs and predicts the input time series. Let 𝑝𝑟𝑒 denote the
prediction loss, 𝑟𝑒𝑐 denote the reconstruction loss, and the total loss
𝑡𝑜𝑡𝑎𝑙 is obtained by their linearly weighted summation.

𝑡𝑜𝑡𝑎𝑙 = 𝛼 ⋅ 𝑝𝑟𝑒 + 𝛽 ⋅ 𝑟𝑒𝑐 (14)

where 𝛼 and 𝛽 are the weights of the prediction loss and the recon-
struction loss, to control the attention of the multi-task autoencoder to
the specific task. Let {𝑣𝑡−𝑛,… , 𝑣𝑡−1, 𝑣𝑡} denotes the input time series,
𝑟𝑡−𝑛, 𝑟𝑡−𝑛+1,… , 𝑟𝑡−1} denotes the reconstruction, and {𝑝𝑡} denotes the
rediction, 𝑝𝑟𝑒 and 𝑟𝑒𝑐 is calculated as follows:

𝑝𝑟𝑒 = |𝑣𝑡 − 𝑝𝑡| (15)

𝑟𝑒𝑐 =
1
𝑛

𝑛
∑

𝑖=1
|𝑣𝑡−𝑖 − 𝑟𝑡−𝑖| (16)

The process of multi-task learning necessitates the simultaneous op-
timization of time series forecasting and the reconstruction of the
objective. Consequently, a more generalized representation of the time
series is learned in comparison to a single task [37]. As in [17], the
researchers applied multi-task learning to time series forecasting and
reconstruction, and ultimately to anomaly detection in multivariate
time series. A loss function analogous to that employed by the afore-
mentioned researchers is employed in order to simultaneously optimize
both the time series forecasting and reconstruction tasks.

3.3. Support vector regression

Support vector regression (SVR) is a frequently utilized regression
model that is capable of fitting various nonlinear functions with the
assistance of multiple kernel functions. In this study, the residual
obtained after empirical mode decomposition is a relatively smooth
nonlinear curve. Therefore, we apply support vector regression to
predict it. The use of support vectors allows support vector regression
to demonstrate a high degree of tolerance for outliers and to capture
overall trends with great efficacy. Consequently, support vector regres-
sion is an effective method for fitting the residual, thereby enabling
the accurate prediction of the overall trend. Support vector regression
is a method that combines the concept of support vector machines to
solve linear regression problems, which is achieved by utilizing the
principle of support vectors. The objective of support vector regression
is to optimize the following:

𝑚𝑖𝑛𝑤,𝑏
1
2
‖𝑤‖

2
2 (17)

where 𝑤 is the weight vector of the support vector regression line and
𝑏 is its corresponding bias term. The points situated within the margin
satisfy the following conditions:

|𝑦𝑖 − (𝑤𝑇 𝑥𝑖 + 𝑏)| ≤ 𝜖 (18)

where (𝑥𝑖, 𝑦𝑖) denotes the 𝑖th point and 𝜖 is a threshold. The cost
function for support vector regression is as follows:

1
𝑛

𝑛
∑

𝑖=1
𝑙𝜖(𝑥𝑖, 𝑦𝑖) (19)

𝑙𝜖(𝑥𝑖, 𝑦𝑖) = 𝑚𝑎𝑥(0, 1 − 𝑦𝑖(𝑤𝑇 𝑥𝑖 − 𝑏)) (20)

where 𝑛 is the number of data points. The final support vector regres-
sion optimization problem can be written as:

𝑚𝑖𝑛𝑤,𝑏
1
2
‖𝑤‖

2
2 +

𝐶
𝑛

𝑛
∑

𝑖=1
𝑙𝜖(𝑥𝑖, 𝑦𝑖) (21)

here 𝐶 is a hyper-parameter that controls the importance of the
econd item. In this task, the linear kernel is selected as the kernel
unction for support vector regression due to the relatively smooth
esidual and the presence of a linear trend.
5

.4. Hybrid method

The proposed hybrid method can be primarily divided into three
teps, as illustrated in Fig. 1. Prior to any further analysis, it is essential
o preprocess the original capacity time series of batteries. This involves
tandardization, empirical mode decomposition, and sliding time win-
ow processing. Data preprocessing is crucial for the vast majority of
achine learning tasks and its importance cannot be overstated. In

rder for the model to be trained in a timely and accurate manner, it is
ecessary to standardize the capacity time series. This process allows
he model to learn the changing patterns of the capacity time series
ore effectively. Standardization enables all values to be scaled to a
arrow interval, thus eliminating the effect of ranges of variable value
n data processing. Let 𝑥 denote the capacity time series, 𝜇 denote the
verage value of the capacity time series, and 𝜎 denote the standard

deviation, then standardized time series �̂� is calculated as follows:

̂ = {
𝑥𝑖 − 𝜇
𝜎

, 𝑖 ∈ [1, 𝑛]} (22)

where 𝑛 is the number of data points. Subsequently, the original ca-
pacity time series is decomposed into multiple high-frequency intrinsic
mode functions and a low-frequency residual. In this study, we restrict
the number of IMFs obtained from the empirical mode decomposition
to a maximum of three. The time series also needs to be processed
into input and output pairs before modeling for forecasting as Fig. 3.
A sliding time window slices the time series, thus allowing the model
to learn the temporal dependencies in a small segment of the time
series. Then, multi-task autoencoders and support vector regression
are applied separately to model the IMFs and residual. Finally, the
predictions from both parts are summed to obtain the estimation of
battery capacity.

4. Experiments

4.1. Experimental setup

Datasets. Three commonly used datasets NASA [38], CALCE, and Toy-
ota [39] were selected as the datasets for this study. These datasets
collectively include the historical capacity time series of 12 batteries,
as shown in Fig. 4. First, we converted them to the form of capacity,
which is measured in Ah. In this study, we use the first 70% of points
in the NASA dataset and the first 85% of points in another two datasets
to train the model and the rest to test the model’s performance.

Baselines. Three classical nonlinear models were chosen as our baseline
for the study: support vector regression (SVR), gaussian process regres-
sion (GPR), and multi-layer perceptron (MLP). In addition, TiDE [18]
and DLinear [40] were included in our selection for comparison, as
they have recently demonstrated strong capabilities in time series
forecasting tasks. Moreover, To demonstrate the excellent performance
of the multi-task autoencoder, we also compare it with two hybrid
methods [9,28] based on signal decomposition algorithms. For these
seven baselines, evaluations were conducted on three datasets as well.

Settings and implementation. The experiments were conducted on a
workstation equipped with a single RTX 4090 GPU, an Intel Xeon Plat-
inum 8336C processor running at 2.3 GHz, and 128 GB of memory. The
experiments were implemented in Python 3.9 and the deep learning
models were built using Pytorch 2.1. The training phase employed a
learning rate decay strategy with 𝑙𝑟_𝑑𝑒𝑐𝑎𝑦 = 0.99. AdamW was used as
the optimizer with 𝑏𝑒𝑡𝑎𝑠 = (0.9, 0.98).

Evaluation metrics. In accordance with previous studies [13,27], the
root mean square error (RMSE) and mean absolute percentage error
(MAPE) were utilized to evaluate the model’s performance. They are
defined as follows:

𝑅𝑀𝑆𝐸 =

√

∑𝑛
𝑖=1(𝑥𝑖 − 𝑥𝑖)2 (23)
𝑛
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Fig. 4. The capacity time series of 12 lithium-ion batteries.
Table 1
Comparison of performance with different methods on three datasets.

NASA battery dataset

Method #5 #6 #7 #18

RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

SVR 0.0106 0.6946 0.0129 0.6465 0.0087 0.4209 0.0246 0.8394
GPR 0.0140 0.6646 0.0134 0.8076 0.0086 0.3372 0.0232 0.9027
MLP 0.0117 0.7267 0.0140 0.8694 0.0125 0.5598 0.0289 1.7648
DLinear 0.0112 0.6550 0.0322 2.2928 0.0106 0.6431 0.0205 1.2019
TiDE 0.0119 0.6970 0.0160 0.9831 0.0095 0.4747 0.0263 1.3199
GPR-LSTM 0.0104 0.5944 0.0105 0.6391 0.0072 0.3685 0.0154 0.8958
CEEMDAN-GARG 0.0092 0.5956 0.0117 0.6617 0.0360 2.2515 0.0237 1.3203
MTAE-SVR 0.0089 0.5817 0.0098 0.6066 0.0059 0.2665 0.0166 0.7639

CALCE battery dataset

Method #35 #36 #37 #38

RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

SVR 0.0217 3.2364 0.0134 2.6691 0.0138 2.0660 0.0167 1.8349
GPR 0.0207 2.7377 0.0150 2.9458 0.0158 2.6063 0.0173 2.3563
MLP 0.0756 11.2977 0.0279 6.8143 0.0220 3.5924 0.0221 2.7098
DLinear 0.0389 5.9191 0.0332 6.7790 0.0281 4.6164 0.0355 5.5075
TiDE 0.0371 5.3924 0.0329 7.1217 0.0271 4.3988 0.0388 5.0802
GPR-LSTM 0.0299 5.9228 0.0131 4.1931 0.0123 2.4633 0.0133 2.3280
CEEMDAN-GARG 0.1138 25.7013 0.0559 20.4090 0.0498 12.5890 0.0262 4.2552
MTAE-SVR 0.0140 1.7999 0.0102 2.2121 0.0090 1.2034 0.0110 1.0677

TOYOTA battery dataset

Method #5 #6 #7 #18

RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

SVR 0.0005 0.0361 0.0007 0.0611 0.0008 0.0691 0.0019 0.1791
GPR 0.0005 0.0338 0.0019 0.1473 0.0044 0.3637 0.0019 0.1661
MLP 0.0009 0.0735 0.0028 0.2188 0.0124 0.9493 0.0062 0.5733
DLinear 0.0008 0.0581 0.0060 0.4700 0.0100 0.8395 0.0032 0.2573
TiDE 0.0008 0.0601 0.0011 0.0929 0.0023 0.1610 0.0213 1.8395
GPR-LSTM 0.0006 0.0480 0.0078 0.5901 0.0097 0.6801 0.0088 0.6124
CEEMDAN-GARG 0.0008 0.0531 0.0248 1.9115 0.0198 1.5002 0.0073 0.6303
MTAE-SVR 0.0004 0.0321 0.0003 0.0259 0.0004 0.0325 0.0004 0.0372
t
o

m
t
f
T
t
m
c
m
e

𝑀𝐴𝑃𝐸 = 100
𝑛

⋅
𝑛
∑

𝑖=1
|

𝑥𝑖 − 𝑥𝑖
𝑥𝑖

| (24)

.2. Performance comparison

The performance of the proposed hybrid method for estimating the
apacity of lithium-ion batteries on three datasets is shown in Table 1.
t can be seen that the proposed method achieves the best performance
n all 12 battery capacity time series. The proposed method achieves an
verage root mean square error of 0.0103, 0.0111, and 0.0004 on three
atasets when explicitly modeling capacity regeneration. It indicates
6

d

hat the proposed method is more suitable for the capacity estimation
f batteries with a more powerful time series forecasting capability.

Disappointingly, both TiDE and DLinear demonstrate poor perfor-
ance on three datasets. Under the influence of capacity regeneration,

he capacity time series exhibits complex variations, making it difficult
or time series forecasting models to effectively learn its patterns.
he proposed hybrid method can explicitly model capacity regenera-
ion and thus achieves excellent performance. Although the first three
odels are simple, they demonstrate strong competitiveness, espe-

ially support vector regression. However, compared to the proposed
ethod, its performance is still poor, which also benefited from the

xplicit modeling of capacity regeneration brought by empirical mode
ecomposition.
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Fig. 5. The predictions of different methods on two datasets.
t
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t
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Compared with two hybrid methods based on signal decomposition
lgorithms, we find the excellence of the proposed method. It can be
ound that the two methods do not perform well on some batteries. We
ound that CEEMDAN-GARG performed well only on some batteries.
t uses ARIMA to fit the residual, which is sensitive to the choice
f hyper-parameters. Moreover, ARIMA does not fit the residuals of
ome of these capacity time series well and requires extensive attempts
t hyper-parameters. CEEMDAN-GARG achieves poorer performance
ecause the residuals represent the general trend of capacity. However,
7

he GRU model in the method fits the IMFs well, which illustrates c
he effectiveness of recurrent neural networks for modeling IMFs. In
ontrast, the hybrid GPR-LSTM method also did not show strong per-
ormance on all batteries due to the poor estimation of IMFs by GPR.
n addition, we observed that LSTM does not show a good performance
or the estimation of residuals. Moreover, the models integrated in these
ybrid methods are sensitive to the selection of hyper-parameters.

Fig. 5 shows the performance of the proposed method, as well as
he performance of SVR and GPR on two datasets. It can be found
hat the proposed method has a stronger ability to capture uncertain

hanges caused by capacity regeneration compared to the other two
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Fig. 6. The time and memory required for inference of different methods.
Table 2
Performance of different model combinations on CALCE #37 battery.

Method MTAE LSTM GPR SVR

RMSE MAPE RMSE MAPE RMSE MAPE RMSE MAPE

GPR 0.0116 1.9192 0.0122 2.0291 0.0115 1.7757 0.0104 1.5785
SVR 0.0090 1.2034 0.0096 1.4099 0.0094 1.2626 0.0115 1.7748

methods. Therefore, the proposed method is more suitable for estimat-
ing the capacity of lithium-ion batteries and can provide more accurate
predictions.

Table 2 shows the performance of different model combinations
when applied to the CALCE dataset #37 battery. Each of the four
models in the horizontal direction was used to predict the IMFs, and the
two models in the vertical direction were used to predict the residual. It
can be found that the combination of MTAE and SVR achieved the best
performance, which illustrates the excellence of the proposed hybrid
method. Notably, using SVR for residual prediction gives significantly
better results than GPR. However, SVR is less effective in predicting
IMFs, so the GPR-SVR combination in the last column exceeds the
results of using SVR alone.

In addition, we tested the time cost and memory usage of some
of the methods. As shown in Fig. 6, all methods are able to achieve
ms-level operation speeds, and the proposed hybrid method operates
at an average of 3.57 ms on the CPU. Although significantly more
time-consuming than other models, it is still minimal enough to do
real-time estimation of lithium-ion battery capacity. It is worth noting
that this is the computational cost of single-thread inference. If it is a
four-thread inference, the required inference time will be shortened. It
can be found that the proposed method requires only 0.17 MB more
memory and 1.87 ms more time consumption compared to the solo
SVR model, which indicates that the proposed method requires a small
computational cost while ensuring the accuracy of capacity estimation
of lithium-ion batteries.

4.3. Ablation study

To test the effectiveness of some modules in the proposed method,
ablation experiments were conducted. In this section, the effects of
multi-task learning and empirical mode decomposition will be ex-
plored.

Effect of multi-task learning. The proposed multi-task autoencoder si-
ultaneously performs two tasks: time series forecasting and recon-

truction. Fig. 7 shows the results of ablation experiments on the
econstruction task of the multi-task autoencoder on the CALCE dataset.
8

t can be seen that benefiting from multi-task learning, the proposed
method performs better with the addition of a reconstruction task than
without. The two tasks share the encoder, so the multi-task autoencoder
can learn a better time series representation.

Effect of EMD. Empirical mode decomposition is important as a key
technique for explicitly modeling battery capacity regeneration. So
the results of whether or not to use empirical mode decomposition
were compared, as shown in Fig. 8. The performance of using only
the support vector regression and the proposed hybrid method was
compared using the NASA dataset as an example. It can be found
that with the addition of empirical mode decomposition, the model
is more inclined to naturally predict the irregular changes brought
about by capacity regeneration. Therefore, the proposed method is
more suitable for predicting the battery capacity in the case of battery
capacity regeneration.

4.4. Parameter sensitivity

The choice of hyper-parameters is crucial for deep learning models.
In this section, the sensitivity of important hyper-parameters will be
explored. The sliding time window size and loss weights significantly
affect the multi-task autoencoder and were selected for sensitivity
analysis.

Window size. The choice of sliding window size is crucial for time
series forecasting. Therefore, ten different values were experimented
with for battery #37 of the CALCE dataset, as shown in Fig. 9. It can
be seen that the optimal window size is ten, and either too large or
too small will result in poor model performance. However, the overall
performance of the model is still better, which indicates the robustness
of the proposed method.

Loss weights. The assignment of loss weights in the multi-task autoen-
coder affects the model’s focus on each task. To explore the specific
effect of loss weights on model performance, 25 sets of loss weights
were selected for the study. As shown in Fig. 10, it can be seen that
when 𝛼 is greater than 𝛽, the multi-task autoencoder tends to focus
more on the prediction task and thus achieves a lower root mean square
error of prediction. The multi-task autoencoder is robust to the selection
of loss weights as long as 𝛼 is larger than 𝛽.

5. Conclusion

To accurately estimate the capacity of lithium-ion batteries under
capacity regeneration, we propose a hybrid method that utilizes a
multi-task autoencoder and empirical mode decomposition. With the
support of the empirical mode decomposition, excellent capacity esti-
mation performance has been achieved by explicit modeling of capacity
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Fig. 7. The results of ablation experiments on the reconstruction task of the multi-task autoencoder on the CALCE dataset.
Fig. 8. The results of ablation experiments of whether using EMD on the NASA dataset battery #18.
Fig. 9. The performance of the proposed method under different sliding window sizes.
regeneration. In the wave of multi-task learning, a novel diagonal
state space model-based multi-task autoencoder is proposed to more
accurately predict the changes caused by capacity regeneration. The
experiments were conducted on three public datasets, and the proposed
method outperformed the five baselines. Experimental results show
that the proposed method can eliminate the uncertainty caused by
capacity regeneration, accurately estimating the capacity of lithium-ion
batteries. Therefore, the proposed method can provide a more accurate
estimation of lithium-ion battery capacity, ensuring its safety. However,
9

whether the proposed method can accurately estimate battery capacity
in actual scenarios has not yet been tested. There are limitations to
conducting experiments on only three public datasets. In addition,
the proposed method is based on univariate time series forecasting,
whereas complex spatial dependencies between multivariate variables
can provide more information for the capacity estimation of lithium-
ion batteries. In the future, we will try to apply the proposed method
to real scenarios for testing. In addition, the impact of different signal

decomposition algorithms and the potential of state space models will
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Fig. 10. The performance of a multi-task autoencoder for 𝐼𝑀𝐹3 under different loss weights.
be further explored. Most importantly, we will attempt to predict the
capacity of lithium-ion batteries based on a multivariate time series
forecasting method.
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